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Anything where mathematics and computation meet.

Methodology:
5 lectures by established researchers. A poster event and competition for undergraduate and
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There was a great deal of interaction between participants of the workshop.
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Speakers:
Ben Adcock, Mathematics, SFU // 
 Title: Getting more from less: compressed sensing and its applications. // 
 Abstract:Many problems in science and engineering require the reconstruction of an object - an
image or signal, for example - from a collection of measurements. // Due to time, cost or other
constraints, one is often limited by the amount of data that can be collected. // Compressed sensing
is a mathematical theory and set of techniques that aim to enhance reconstruction quality from a
given data set by exploiting the underlying structure of the unknown object; specifically, its sparsity.
// In this talk I will commence with an overview of some main aspects of standard compressed
sensing. // Next, motivated by some key applications, I will introduce several generalizations. // First,
I will show that compressed sensing is possible, and can in fact has some substantial benefits,
under substantially relaxed conditions than those found in the standard setup. // Second, time
permitting, I will show that compressed sensing - whilst primarily a theory concerning
finite-dimensional vectors - can also be extended to the infinite-dimensional setting, thus allowing
accurate recovery of functions from small and incomplete data sets. // 



 
 Andrew King, D-Wave, Burnaby. // 
 Title: Working with the D-Wave quantum computer: Modeling, minors, and mitigation. // 
 Abstract: The D-Wave Two (tm) is a quantum annealing processor consisting of 512 qubits
operating at a temperature of 10-20 millikelvin. // Its native operation finds a low-energy spin
configuration in the Ising model on a fixed non-planar graph. // In this talk I will give an overview of
the system from a mathematician's perspective. // Burning issues I will explore include
quantumness, minor-embedding, error modeling, and upcoming developments. // 
 
 Greg Mori, Computing Science, SFU // 
 Title: Discriminative Latent Variable Models for Human Action Recognition. // 
 Abstract: Developing algorithms to interpret scenes of human activity involves a number of related
tasks including human detection, tracking, and action recognition. // These tasks are intertwined,
information from one can provide assist in solving others. // In this talk we will describe
discriminative latent variable models to address these tasks together, focusing on the latent SVM /
max-margin hidden conditional random field. // We will review work a broad swath of work in this
area. // These methods can be used for jointly recognizing actions and spatio-temporally localizing
them in videos. // Models for human-human and human-object interactions will be presented. // We
will present methods for group activity recognition, with holistic analysis of entire scenes of people
interacting and taking different social roles. //
 
 Chris Sinclair, Mathematics, Oregon // 
 Title: Mathematics in the computer age: exploration and exposition. //
 Abstract: Mathematics is the study of provably true statements reachable using logic from an
agreed upon set of assumptions. // And, while the set of tools we use to prove statements has been
largely static for the last few centuries, how we decide what to prove and how to share it with our
students/colleagues/etc has undergone a remarkable transformation since the invention of the
electronic computer. // In this talk, I'll demonstrate some phenomenon/patterns which are
immediately apparent given a computer, and which without would probably have remained hidden
from us. // These examples give way to some very interesting (and applicable) mathematics, some
of which I'll try to explain. // I'll also talk a bit about how one might use new computer-based tools to
share and explain new (or even old!) mathematics. // So far, mathematicians have held on to linear
modes of communication such as articles, books, etc, and while such things are unlikely to ever
disappear, they don't accurately reflect the true nature of mathematics as a body of knowledge
(which is not a single linear progression of ideas, but a complicated highly connected graph), nor do
they have the dynamic capacity to demonstrate the "doing" of mathematics. // I wish to open a dialog
about how modern computer-based tools can tackle the inherent non-linearity of mathematics in
such a way as to open the beauty and applicability of mathematics to a wider section of humanity. // 
 
 Stephanie van Willigenburg, Mathematics, UBC // 
 Title: Quasisymmetric refinements of Schur functions // 
 Abstract: Schur functions were introduced early in the last century with respect to representation
theory, and since then have become important functions in other areas such as combinatorics and
algebraic geometry. // They have a beautiful combinatorial description in terms of diagrams, which
allows many of their properties to be determined. // 
 These symmetric functions form a subalgebra of the algebra of quasisymmetric functions, which
date from the 1980s. // Despite this connection, the existence of a natural quasisymmetric
refinement of Schur functions has been considered unlikely. // 
 However, in this talk we introduce quasisymmetric Schur functions, which refine Schur functions
and many of their properties, as revealed by extensive computer-generated data. // 
 This is joint work with Christine Bessenrodt, Jim Haglund, Kurt Luoto, Sarah Mason, Ed Richmond
and Vasu Tewari. // 
 The talk will require no prior knowledge of any of the above terms. // 



Links:
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