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With the advent of next-generation DNA sequencing technologies, datasets
containing billions of reads have become commonplace. Advanced text indexing
methods are needed to process such large datasets efficiently.

One universal tool in text indexing is the Burrows-Wheeler transform (BWT)
which is the core of the FM index [2]. Popular alignment programs (like bowtie [4]
or bwa [5]) use the FM index of the human genome to perform read mapping. An
alternative application was recently presented by Simpson and Durbin [6] who
describe an assembler that uses the FM index of a set of reads to find overlaps
between them and hence construct the string graph. The BWT of the human
genome can be built within hours on a standard PC today, but the computational
requirements increase substantially when switching to large read collections.

In recent years, a number of algorithms have been published that construct
the BWT either directly, like bwtdisk [1], or by constructing a suffix array first
and retrieving the BWT afterwards. Examples of the latter approach include
rlcsa by Sirén [7] or Simpson’s implementation of the Ko-Aluru algorithm [3].

In this contribution, we compare various methods to create the BWT and we
chart their computational requirements in terms of time and memory. We show
what data sets can be processed on a machine with 16Gb of memory and describe
the main bottlenecks for creating the BWT on very large read collections.
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