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Abstract

In mathematical image processing we are often presented with amazing
examples of image enhancement algorithms. Yet, when applied to differ-
ent noisy images, they can produce unwanted effects. The analysis of such
algorithms lags behind their intuitive development. Two essentially differ-
ent models have found wide recognition: a variational approach according to
Mumford and Shah and an approach via nonlinear diffusion equations. One
of these equations is nonparabolic and was suggested by Perona and Malik.
In this short survey I point out a connection between these two seemingly
unrelated approaches and explain some connections with total variation flow.

Keywords: Perona-Malik equation, Mumford-Shah functional, Blake-Zisser-
man functional, total variation flow, staircasing
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1 Introduction

Suppose u0 : Ω → [0, 1] represents the grey-scale distribution of a noisy image.
Mumford and Shah suggested studying

J(v) = α

∫
Ω
|v − u0|2 dx + β

∫
Ω\Sv

|∇v|2 dx + Hn−1(Sv). (1.1)

Here α and β are suitable positive constants which weigh the contributions
of the three terms in the functional. A minimizer of this problem, if it exists,
should have few sets of discontinuity, a relatively smooth appearance else-
where and still resemble the original picture. One can replace the quadratic
terms in the functional by strictly convex terms such as |v−u0|p or

√
1 + |∇v|2

1



without changing essential features of the problem. For reasons of exposition,
I will adhere to the simple functional above. Nowadays it is minimized on
SBV (Ω), a space of special functions of bounded variation. One of the an-
alytical problems is a lack of semicontinuity of Hn−1(S) with respect to the
Hausdorff topology.

To demonstrate the lack of semicontinuity consider the following sequence
Si of subsets of the unit interval S0 = (0, 1). The first element of the sequence
is S1 := (0, 0.5), the second S2 := (0, 0.25) ∪ (0.5, 0.75), S3 := (0, 0.125) ∪
(0.25, 0.375)∪(0.5, 0.6125)∪(0.75, 0.875) etc.. Each element in this sequence
has 1-dimensional Hausdorff measure 0.5, but Si has a Hausforff-limit S0, and
H1(S0) = 1. Incidentally, this ”divide and conquer”-algorithm is frequently
used by politicians to prove that one can cut costs of public services in half
by creating sufficiently small cost units, each of which is just a little short of
what it really needs to function. Another application was given in [27], where
a circle of radius 1 was apparently surrounded by a fence of total length 1+π.

Perona and Malik suggested taking the noisy image u0 as initial datum
for a diffusion equation such as

ut − div
(

∇u

(1 + |∇u|2)2

)
= 0, (1.2)

or, more generally
ut − div

(
a(|∇u|2)∇u

)
= 0, (1.3)

with a(s) positive and decreasing to zero as s →∞, and under no-flux bound-
ary conditions. Small diffusion near discontinuities in u0 was supposed to lead
to edge preservation, while large diffusion elsewhere would somehow mollify
the brightness function and take out noise.

If a(s) = s−1/2, then formally equation (1.3) becomes

ut − div
(
∇u

|∇u|

)
= 0. (1.4)

This is commonly called total variation flow, TV-flow for short.

Let me explain why the Perona-Malik equations are called anisotropic.
Upon differentiation, (1.3) becomes

ut − a(|∇u|2)∆u− 2a′(|∇u|2)∇uD2u∇u = 0, (1.5)

with D2u denoting the Hessian matrix of second derivatives. We want to
rewrite these second derivatives in intrinsic coordinates and set ν = − ∇u

|∇u| .
Then

∆u = uνν + (n− 1)Huν = uνν + ∆n−1u,

2



where H is the mean curvature of a level surface of u, or where ∆n−1 is the
(n-1)-dimensional Laplace operator tangent to this level surface. Therefore
(1.5) can be rewritten as

ut − a(|∇u|2)∆u− 2a′(|∇u|2)|∇u|2uνν = 0,

or even as
ut − b(|∇u|2)uνν − a(|∇u|2)∆n−1u = 0.

Thus, for a 6= b the diffusion in direction ν differs from the diffusion in the
other directions and this is an anisotropic behaviour. Moreover, in many
cases b(s) can even become negative for large values of s. Then there is a
backward diffusion effect which leads to a steepening of profiles in direction of
the gradient of u, but at the same time there is forward diffusion along level
surfaces of u. Little is known about such diffusion equations.

The following figure shows the evolution of an academically chosen gray
scale u0(x, y) = sin x sin y under Perona Malik flow. One can see a clear
formation of edges, the so-called staircasing effect.
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This lecture is organized as follows. I present the Ambrosio-Tortorelli ap-
proximation of the Perona-Malik functional in Section 2. This approximation
is amenable to numerical minimization algorithms, which in turn are related
to the Perona-Malik equation. While such a formal analogy was also observed
in [47], Richardson and Mitterer could not reconcile the significant difference
between the Perona-Malik equation and their equation (8) which reads

vt − β div
(
η 2∇v

)
= −α(v − u0)

in my notation, see also (2.3) below. I wish to point out that this problem
was only overcome in [29]. In Section 3 I briefly survey some older but not
as well-known results from [26] on forward-backward diffusion equations like
the Perona-Malik equation. In Section 4 I comment on related but somehow
more benign degenerate equations.

2 Mumford Shah

While the Mumford-Shah functional (1.1) is well-defined for piecewise smooth
functions u whose sets Su of discontinuities are again piecewise smooth, it is
difficult to evaluate it numerically. Any conceivable space of nonconforming
finite elements would need to keep track of these discontinuities in its very
definition. And to measure Hn−1(Su) one would need to put a grid directly
on the set Su.

How can one approximate Hn−1(Su) ? Modica & Mortola showed in [38]
and [39] that H0(u) = Hn−1(u = 0) is the Γ-limit of the following family of
functionals

Hε(u) =
∫

Ω
ε|∇u|2 + 1

4ε(u
2 − 1)2 dx.

This suggests that the Hausdorff measure of a suitable level set can be ap-
proximated (in the sense of Γ–convergence) by a sequence of domain integrals.

And in fact, Ambrosio & Tortorelli showed in [4] that the Mumford-Shah
functional

J0(v) :=
∫

Ω
α|v − u0|2 dx + β

∫
Ω\Sv

|∇v|2 dx +Hn−1(Sv) (2.1)

is the Γ-limit of

Jε(v, η) :=
∫

Ω
α|v − u0|2 + βη2|∇v|2 + ε|∇η|2 + 1

4ε(η − 1)2 dx, (2.2)

where {η = 0} stands for Sv. Therefore the set where η is close to zero can
be used an an edge detector. It indicates where |∇v| is large. Notice that in
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contrast to the Mumford-Shah functional (2.1) the integration of the gradient
term extends now over all of Ω and not over Ω \ Sv.

For the reader’s convenience I recall the definition of Γ-convergence. Let
X be a metric space and Fε : X 7→ [0,∞] a family of mappings. Then F is
the Γ-limit of Fε as ε → 0, iff a) and b) hold.
a) For every u ∈ X and every sequence uε → u in X

lim inf
ε→0

Fε(uε) ≥ F (u) .

b) For every u ∈ X there exists a sequence uε such that uε → u in X and

lim
ε→0

Fε(uε) = F (u) .

A convenient result in the theory of Γ–convergence states that minimizers of
a Γ–convergent sequence of functionals converge to a minimizer of the limit
functional.

Theorem 2.1 If F is the Γ–limit of Fε as ε → 0 and uε minimizer of Fε,
then every cluster point u of the family {uε}ε>0 minimizes F .

This theorem provides a certain amount of confidence that for small ε a
minimizer of the Ambrosio-Tortorelli functional (2.2) will be at least close to
a minimizer of the original Mumford Shah functional (2.1)..

In fact one can show the following: If (vε, ηε) minimize Jε, then (after
possibly passing to a subsequence) vε → v and ηε → 1 in L2(Ω) as ε → 0,
but |ηε| << 1 near Svε . The associated Euler equations for minimizers of the
Ambrosio-Tortorelli functional are obtained by taking first variations with
respect to v and η. They are given by

α(vε − u0)− β div
(
η2

ε∇vε

)
= 0 (2.3)

and
βηε|∇vε|2 − ε∆ηε +

1
4ε

(ηε − 1) = 0,

or, upon rearranging the last equation, by

−∆ηε +
1 + 4βε|∇vε|2

4ε2

(
ηε −

1
1 + 4βε|∇vε|2

)
= 0. (2.4)

“Now a miracle occurs . . .” Let us pretend for the moment, that the bracket in
(2.4) is nonzero as ε → 0. Then the second term in (2.4) is of order ε−2. This is
consistent with standard estimates in singular perturbation theory. However,
Vese and Chan [50] set the round bracket equal to zero, i.e. η = 1

1+4βε|∇v|2
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and neglect the term ε|∇η|2 in Jε. In this way they arrive at a modified
Ambrosio-Tortorelli functional

J̃ε(v) :=
∫

Ω
α|v − u0|2 + Ãε(|∇v|2) dx (2.5)

with Ãε(|∇v|2) given below in (2.6). On a continuous level this is an analytical
crime, because one knows for instance that

∫
Ω ε|∇vε|2 dx is of order one, O(1)

and not o(1). However, since the gray scale function vε can only take values in
[0, 1], upon discretization with grid-size h, its gradient cannot exceed O(h−1).
Therefore, on a fixed grid one may indeed send ε to zero and justify the
approximation of Jε by J̃ε for ε << h2.

Now I turn my attention to the modified functional (2.5) with

Ãε(s2) :=
s2

1 + 4βεs2
. (2.6)

The Euler equation for this modified functional reads

−div
(

∇v

1 + 4βε|∇v|2

)
+

α

4βε
(v − u0) = 0 , (2.7)

and this looks formally like the first step in an explicit Euler scheme for the
the Perona-Malik equation

vt − div
(

∇v

1 + 4βε|∇v|2

)
= 0 (2.8)

with initial datum u0. Alternatively it can be interpreted as a stationary
solution of the ROF-model [48, 21] which was apparently first suggested by
Nordström [44]:

vt − div
(

∇v

1 + 4βε|∇v|2

)
= −λ(v − u0) . (2.9)

Remark 2.2 It is in this sense that the variational approach and the Perona-
Malik appproach are deeply interconnected. The diffusion approach is simply
a Ljapunov flow for for the nonconvex functional (2.5) and a solution of the
Perona Malik equation will lower the associated functional.

But there is more to learn from the functional (2.5). For nonegative s
the map s 7→ Ãε(s2) is a monotone increasing nonconvex function of s which
begins convex at zero and approaches a constant (4βε)−1 as s →∞. Calculus
of variations tells us that an infimum of J̃ε must also minimize the convex
hull of J̃ε, but the convex hull of J̃ε would be just the first term in (2.5).
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Again it helps to realize that due to discretization we actually try to infimize
J̃ε on those functions in W 1,∞(Ω) the gradient of which does not exceed 1/h
in modulus. The convex relaxation Bε of Ãε on [0, 1/h] is then nontrivial,
strictly convex near zero and affine near 1/h. Consequently a function that
realizes the infimum of (2.5) must have the modulus of its gradient either
inside the interval [0, s1] where Ãε conicides with the Bε or at 1/h. Therefore
the gradient oscillates on a small scale between a number from [0, s1] and 1/h;
this effect is known as staircasing, see for example [34].

Remark 2.3 Staircasing is an effect that is caused by a nonconvex underlying
functional which the solution tries to minimize.

Finally I wish to point out that there are many other functionals which are
being used in image processing. Many of them lead to a qualitatively similar
behaviour. It is clear that the quadratic term α|v − u0|2 can be replaced
by a general power p > 1 as, for instance in [21], or that the gradient term
involving Ãε term can be replaced φ(s2) = min{s2, β}. Then we speak of the
Blake-Zisserman functional [9]. Its convex relaxation on [0, 1/h] is quadratic
for small values of s and affine for s close to 1/h. Even total variation falls
into this class provided we are willing to accept that this functional is strictly
convex only on the interval consisting of the single point zero.

Remark 2.4 This observation explains why the behaviour of image process-
ing via variational methods is fairly stable under a change of functionals and
why many functionals work reasonably well as soon as one of them does. A
word of caution though: tuning of constants like α, β and ε is required to
obtain optimal results for a given set of images.

3 Perona Malik

Consider the initial-boundary value problem

ut − div (a(|∇u|2)∇u) = 0 in Ω× (0, T ),

a(|∇u|2)∂u

∂ν
= 0 on ∂Ω× (0, T ), (3.1)

u(x, 0) = u0(x) on Ω,

where Ω ⊂ Rn is a bounded domain with piecewise smooth boundary ∂Ω,
and where u0 represents a blurred image. Our structural assumptions on the
coefficient a are that a ∈ C1([0,∞)), and a(s) > 0, and that the ellipticity
function b(s) := a(s)+2sa′(s) is positive for s near 0 and changes sign exactly
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once at s2
0 > 0. This includes the model cases: a(s) = e−s or a(s) = (1 + s)−1

that were studied by Perona and Malik.
As explained in the introduction, one speaks of the corresponding differ-

ential equation as anisotropic diffusion. In particular, if Ω ⊂ R2 and if u is a
classical solution and |∇u| 6= 0, one can rewrite the differential equation from
(3.1) in intrinsic coordinates ν = −∇u/|∇u| and τ as

ut − b(|∇u|2)uνν − a(|∇u|2)uττ = 0. (3.2)

Recall that the diffusion coefficient in direction τ is different from direction ν
and that b changes sign while a remains positive.

What type of differential equation is this? For small values of |∇u| it
is a regular parabolic diffusion equation with a classical solution, see [30].
The stationary version resembles the classical Tricomi problem, a differential
equation that switches type from elliptic to hyperbolic. If the last term is
missing, it looks like a forward-backward diffusion equation. The last case
occurs if n = 1 and several results in [26] deal with this case.

The following questions can be raised:
• Can one describe initial or final data? In general, there is a negative answer
[34].
• Can one prove existence? The answer to this question depends on what
we understand by a solution and is in general negative. There are not even
weak solutions [34]; but yes, there are some generalized solutions [53]; and if
|u0x | < s0 they are even regular [30].
• Can one prove uniqueness? This depends on the regularity of solutions.
The answer is negative for C0,1-solutions [53] and sometimes positive for C1

solutions [26] or for C2-solutions [35].
• Is there a maximum or comparison principle? This was dismissed in [1]
because there is none for the backward heat equation. I shall now address
these questions for C1-solutions because for those we can evaluate the (sign
of) the diffusion coefficients in every point (x, t) of the space-time cylinder.

Theorem 3.1 (Maximum Principle in Rn) Suppose that u ∈ C0,1 is a weak
solution to the anisotropic diffusion problem. Then

max
Ω×[0,T ]

|u(x, t)| = max
Ω
|u0(x)|.

Proof: For any p ∈ [2,∞) multiply the differential equation (3.1) with |u|p−2u
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and integrate over Ω. Integration by part gives

d

dt

∫
Ω
|u(x, t)|pdx = p

∫
Ω
|u|p−2u utdx (3.3)

= p

∫
Ω
|u|p−2u div(a(|∇u|2)∇u)dx

= −p(p− 1)
∫

Ω
|u|p−2a(|∇u|2)|∇u|2 ≤ 0.

Therefore all Lp(Ω) norms are decreasing in t and after sending p → ∞, so
does the L∞(Ω) norm. To conclude the proof I should mention that Theorem
3.1 was also found by Weickert [51] independently from us.

From now on I assume that n = 1. Assuming that a C1 solution exists,
we can partition Ω|×R+ = (−1, 1)×R+ into forward- and backward regimes,
depending on the sign of u2

x − s2
0.

Theorem 3.2 (Shrinking of backward regime, preservation of shape) If u is
a weak C1 solution of (3.1) and if u0 switches only finitely often from forward
to backward intervals or vice versa, then the backward regime of u shrinks in
time and does not migrate.

While a proof of this result follows from a delicate analysis of the level lines
{ux = ±s0} in [26], there p.119, Theorem 3.2 can be interpreted as follows: In
image enhancement edges are characterized as backward regimes. Therefore
edges do not move and become enhanced through anisotropic diffusion. This is
the desired effect in image enhancement. Moreover, no new edges can appear
as time evolves. To give you an idea of how this result is shown, take the
differential equation

ut − b(u)
xuxx = 0, (3.4)

Differentiate with respect to x

uxt − b(u2
x)uxxx − 2b(u2

x)uxu2
xx = 0 (3.5)

and substitute v =: ux

vt − b(v2)vxx − c(v)v2
x = 0. (3.6)

Now v satisfies a forward diffusion equation in the forward regime and a
backward difusion equation in the backward regime. Should a new backward
regime be born in the evolution process, it would, without loss of generality,
be a set where ux > s0 and it would be bounded by a set where ux = s0. Thus
at some initial time in this set v would attain its minimum, a contradiction
to the miniimum principle for backward diffusion equations, which states that
solutions attain their minimum at the final time.
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In [26] N. Kutev and I gave an explicit counterexample to a general com-
parison principle in which u0(x) ≤ v0(x), and u0 and v0 touch each other in
some point with slope > s0. For any small but positive t the corresponding
solutions u and v have crossed each other at and near this point, so that
u(t, x) ≤ v(t, x) fails to hold in Ω. Nevertheless, one can sometimes compare
different solutions, and a discrete version of the following theorem from [26]
appeared only recently in [20].

Theorem 3.3 (Restricted Comparison Principle) Suppose that u and v are
C1 solutions of (3.1) on QT := (−1, 1) × (0, T ) with C2 initial data u0(x) ≤
v0(x) satisfying a) or b):
a) the backward regimes of u0 and v0 have empty intersection, or
b) there exists w0 between u0 and v0 s.th. |w0x | < s0, i.e. backw. reg. of w0 = ∅.
Then u(x, t) ≤ v(x, t) in QT .

Again the proof is based on a simple idea. If v − u has negative min in (y, t),
then vx(y, t) = ux(y, t) and by Theorem 3.2 y will be in the forward regime
of both v and u. But then one is in a forward parabolic situation, where
comparison results hold.

Theorem 3.4 (Uniqueness) Suppose that u and v are weak C1 solutions of
(3.1) in QT := (−1, 1) × (0, T ) with identical and analytical initial data u0.
Moreover, assume that (u0)2x−s2

0 has only simple zeroes and that the diffusion
coefficient a is analytic. Then u(x, t) ≡ v(x, t) in QT .

The proof follows essentially from showing that the forward and backward
regimes of u und v must coincide. There are many technicalities, e.g. on what
happens in the interface where ux = ±s0. In particular we use (and derive)
the fact that the number of “edges” stays invariant.

In the next figure we see a noisy image of the Cologne cathedral under
Perona-Malik flow taken from [28]. The image undergoes first a sharpening
then a segmenation in which information gets lost. This illustrates the impor-
tance of choosing the right time to stop the flow. The stopping time is chosen
interactively, like in the focussing of an overhead projector or beamer.
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576=8?9ihP[$B�>�h-ÏaÐ-Ïiu��kI�I$>A@W_.O*��;�@WGU;�Ñ\�,_KO�Q.<!6=Oiu�|S@?@?;~«q� ±'ËKË.Ò �STih ±�Ë�±~Ó-±'Ë.Ë h
5¤hv5y;'@W8?;'L'uv576=8?9�;'<e6=8?>A@?BC9P;`5y;~8:9�_$I$;�O�l�N�L�DF>HGAI$J.;�LC6=L:Ma;'>^8:N�O�QPuajX>A@?@?;�L?8:6=8?>U_KOiuvbdOP>^]
JK;'L:@?>H8�w6�8pl�Nyg!w_.GHO�� ÀKÔKÔ=Õ �
ÖU×0Ø©Ù�Ú�Û$ÜXØ)Û$ÝdÞCØ:ß�à!áRâ�ãoÙ�ä�å
æ�çFèZé�â�êUå�ë=â�ãoÙ�ä�å£ìFé!â�í
ä,ÛHî=ß�êªè
ë�Ù�ÞCåUß,Û^à�Þ�æ
ÜkØ�Û$ïqâ=Ø?ëvîKðsïtÞ©ð'í�ÞCØ'æPçSè
é�â�êUå�éeé�Þ~ð�í£ÞCØ�ìFé�â$í
ä�Û^î=ßPêAè
ë�Ù�ÞCåUß,Û^à�Þ:ñ

Õ

Our last sequence from [28] shows what the edge detector finds under Perona
Malik flow. When there are too many edges the image looks noisy, and when
there are too few edges essential features are lost.

Spoiling the beauty of these theoretical results on the Perona Malik equa-
tion, I should also mention that C1 solutions must cease to exist as C1 solu-
tions after finite time. This is expressed in the following result from [26]

Theorem 3.5 (Nonexistence of global C1-solutions) Suppose that u0(x) sat-
isfies certain technical but typical assumptions. Then there is no global weak
solution in C1((−1, 1)× R+).

The proof of this result uses a representation of u along level lines Γ(t) of ux

and by showing that I(t) =
∫ Γ(t)
0 u(y, t)dy blows up as t →∞.

4 TV flow and related equations

Since there is such a wide range of nonlinear diffusion equations that are used
in mathematical image processing, there is not a single “right” equation. A
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popular equation is total variation flow as in (1.4)

wt − div
(
∇w

|∇w|

)
= 0. (4.1)

If the intitial datum u0 is chosen as the characteristic function of a disk, then
its height decreases with constant speed proportional to the curvature of the
disk [17]; and if the intial datum is the characteristic function of a convex
set with corners, then the solution decays faster near the corners and its
shape is rounded off, as displayed in [5]. How can one explain this behaviour
heuristically? The Ansatz w(t, x) = T (t)u(x) with nonnegative T leads to

T ′(t)u(x)− div
(
∇u

|∇u|

)
= 0 ,

so that T = −λ must be constant and T (t) = {T (0)−λt}+ decays linearly to
zero in finite time. The constant λ is then supposed to solve the “eigenvalue”
problem

div
(
∇u

|∇u|

)
+ λu = 0. (4.2)

In a radially decreasing setting this means −1
r + λu = 0 or κ = −λu. Here

κ is the curvature of a level set. Thus on the line ∂{u > t} the decay rate
λ is proportional to curvature. This is why corners are rounded off as time
evolves.

Some explicit solutions for (4.2) were calculated in [7], but notice that
equation (4.2) is not homogeneous of degree one, so that a multiple cu of an
eigenfunction u is no longer an eigenfunction for the eigenvalue λ.

For this aesthetic reason I suggest considering a general equation

wt −Aw = 0

with A to be determined later, for which the Ansatz w(t, x) = T (t)u(x) leads
to

T ′(t)u(x)−A[T (t)u(x)] = 0 ,

and if A is homogeneous of degree d, to

T ′(t)u(x)− T d(t)Au(x) = 0.

Now separation of variables gives

T dT ′(t) = −λ and Au + λu = 0.

13



The “eigenfunction” for A should only be assigned that name if A is homoge-
neous of degree 1. For general d ≥ 0 one easily calculates that

T (t) =


[(T 1−d(0)− (1− d)λt)+]

1
1−d , if d ∈ [0, 1),

T (0) e−λt, if d = 1,

[T 1−d(0) + (d− 1)λt]
−1
d−1 , if d ∈ (0,∞),

(4.3)

so that for d ∈ [0, 1) there is finite lifetime (as in the TV case with d = 0),
while for d ≥ 1 there is polynomial decay, and for d = 1 even exponential
decay of a solution.

Clearly there is more than one way to define an operator A that is ho-
mogeneous of decay 1. If for p ∈ [1,∞) the operator A is given by Au =
|u|2−p∆pu := |u|2−pdiv

(
|∇u|p−2∇u

)
, then the eigenvalue problem reads

∆pu + λ|u|p−2u = 0, (4.4)

and at least for the first eigenvalue this is a well-understood problem, even
when p →∞ and p → 1, see for instance [32, 8, 33].

For reasons that will become clear below I now define

Apu :=
1
p
|∇u|2−p∆pu

and recall that ∆u = uνν+(n−1)Huν and ∆pu = |∇u|p−2 {(p− 1)uνν + (n− 1)Huν}
so that Apu = 1

p |∇u|2−p∆pu = p−1
p uνν + n−1

p Huν . Thus

Apu =
1
p
A1u +

p− 1
p

A∞u

is a convex combination of A1 and A∞.
Special cases of ut −Apu are then

a) the case in which p = ∞. In this case ut − A∞u = ut − uνν , an equation
that is used in image processing and analyzed in [25].
b) the case that p = 2, where ut − A2u = ut − 1

2∆u, that is the linear heat
equation, and
c) the case p = 1, when ut − A1u = ut − |∇u|div (∇u/|∇u|) = 0 represents
the level set formulation of mean curvature flow, see [22].

Notice that all these equations are all scaling invariant, i.e. that bright-
ness of initial data does not matter when it comes to determining the evolution
of shapes. I take this and the fact that important special cases are included as
an indication of the importance of this operator. For p ∈ (1,∞) the operator

Apu :=
1
p
|∇u|2−p∆pu =

∑
i,j

aij(x)uxixj

14



is almost linear and has coefficients

aij =
1
p

(
δij + (p− 2)

uxiuxj

|∇u|2

)
i.e. a bounded coefficient matrix

a =
1
p

I +
p− 2

p

Du⊗Du

|Du|2

that is positive definite for p ∈ (1,∞). In fact

min{1
p , p−1

p } I ≤ a ≤ max{1
p , p−1

p } I.

In that respect the equation ut − Apu = 0 is benign, but quite degenerate.
Nevertheless, my student K.Does has been able to show in [18] that viscosity
solutions to this equation exist under initial datum u0 and various boundary
conditions. These solutions enjoy also comparison principles and a decay
behaviour that one expects from nondegenerate equations.

Acknowledgement: I thank S.Luckhaus for bringing [47] to my attention
and M.Mester for his permission to use the figures from [28] in this article.
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